FACILITIES AND EQUIPMENT AT NDSU (November, 2003)


North Dakota State University (NDSU) facilities available to this project include the Archaeology Technologies Laboratory (ATL), the Physical Anthropology Lab, Computer Science Visualization Lab, the Virtual Cell Animation and Rendering Lab, the NDSU computer center, the NDSU Multimedia Center, office space in several buildings, a Local Area Network (LAN), and a Wide Area Network (WAN), 

The World Wide Web Instructional Committee has multiple servers running the Planet Oit simulation, the Virtual Cell, Dollar Bay, and several others, and workstations for content development, in a number of dedicated spaces. All PI's have desktop computers.

NDSU is an Internet2 Institution.
The NDSU Center for Science and Mathematics Education has offices with staff available to the project for such activities as student payroll, workshop organization, etc.

Computer Science Visualization Lab (IACC #258-A2/A3)


Dr. Slator is Director of the Computer Science Visualization Lab of the Computer Science Department, located in the IACC (#258-A2/A3) and in a lab space in the Family Life Center Building (FLC 314).  That lab has four Pentium 3 computers and other workstations as well as servers.  Dr. Slator has access to the following software packages:

Digimation’s Clay Studio Pro B Metaball Plug-in for 3D Studio Max/Viz

Macromedia’s Freehand 8 B Vector graphic authoring software 

Computer Associate’s CosmoWorlds 2.0 B VRML 2.0/97 Authoring Software.

Macromedia Freehand 10 (mac)

Adobe Photoshop 6 (mac)

Bryce 4 (mac + pc)

Adobe Illustrator (mac)

Microsoft office (mac + pc)

5 Borland JBuilder 8 SE, commericial license

Servers

3 Pentium 4 machines, 2 GHz with 1 GB of RAM and 40 GB Seagate Barracuda hard drives, providing web services, development repositories, and resources.

Pentium 3 web and ldap authentication server, 1 GHz with 512 MB of RAM and 60 GB storage space.

2 Pentium 3 machines, 750 MHz with 640 MB of RAM and 9 GB hard drives, running virtual simulations.

Pentium 3 web and ftp server, 500 MHz with 512 MB of RAM, 50 GB storage space

Workstations

2 Pentium 4 Dell Optiplex GX400s, 1.7 GHz with 256 MB of RAM and 20 GB storage

Custom Dell Dual Pentium 3 Xeon 1.4 GHz with 1 GB of RAM and 16.9 GB storage

2 Pentium 3, 1 GHz with 512 MB of RAM and 20 GB storage

Macintosh Dual 500 MHz imaging workstation with 384 MB of RAM and 30 GB SCSI hard drive

iMac 600 MHz, 256 MB of RAM and 40 GB  SCSI hard drive

Pentium 3, 600 MHz with 128 MB of RAM and 16 GB storage

Virtual Cell Animation and Rendering Lab (Loftsgard Hall 270F)


Dr. Phil McClean, Professor, Plant Sciences, manages the Virtual Cell Animation and Rendering Lab.The WWWIC Virtual Cell project has a separate space where models and animations of celluar processes are produced.

Software

1 3 Alias/Wavefront Maya 4.5

2 Macromedia Web Design Studio

3 Adobe Digital Video Collection

4 Cosmo Software CosmoWorlds

5 Borland JBuilder

Workstations

1 Pentium III Hamlind, 800 MHz with 256 MB of RAM and 50 GB storage

2 Pentium III Dell Precision 530, Dual 1.7 GHz with 1024 MB of RAM and 18 GB 

3 storage

4 Pentium IV Optiplex GX400, 1.7 GHz with 640 MB of RAM and 160 GB storage

Archaeology Technologies Laboratory (Eng. Tech. Bldg. #107-109)


The ATL is rapidly developing the resources necessary for high quality visualization work in archaeology and anthropology, and will be expanding its scope to cover other domains. The ATL is directed by Dr. Jeffrey T. Clark and is the locus for research and development of several projects.  The lab is well equipped with computer hardware and software as documented below.


The ATL is located in the Engineering Technology Building (ETB) on the NDSU campus, across the street from the university’s computer center, the Industrial Agriculture and Computer Center (IACC).  The lab consists of 5 adjacent rooms (approx. 3000 sq. ft.), which take up two-thirds of the first floor of the ETB. 

Hardware.  We have multiple computers in the ATL.  The current of workstations and desktops, laptops, and servers is as follows:  

Reality Center

SGI Onyx 300, 4x MIPS 600 MHz/4MB 64-bit RISC, 91 GB storage, 4 GB system memory, with Infinite Reality3 Graphics Pipeline, IRIX 6.5

Fake Space, DLP Projector with portable screen, 8’ x 6’ size; active and passive stereo capability when stereo glasses are worn

Workstations 

1 Dell Precision 360 Workstation, P4 3.2GHz Processor, 2GB RAM, 128MB Quadro FX 1000 Video Card, 250GB hard drive, running Windows XP Professional

1 Dell Precision 360 Workstation, P4 3.2GHz Processor, 2GB RAM, 128MB Quadro FX 500 Video  Card, 250GB hard drive, external IEEE 1394 80GB hard drive, running Windows XP Professional

7 Dell Precision 340 Workstations, P4 1.7GHz Processor, 1GB RAM, 32MB Quadro EX Video Card, 40GB hard drive, plus peripherals, running Windows XP Professional

1 Dell Precision 530 Workstation, Dual P4 1.4GHz Processors, 1GB RAM, 64MB Quadro2 Pro Video card, 80GB hard drive, plus peripherals, running Windows XP Professional

1 Dell Precision 340 Workstation P4 1.7GHz Processor, 2GB RAM, 64MB Quadro2 Pro Video Card, 40GB Hard Drive, plus peripherals, running Windows XP Professional  

1 Mac G4 Tower, G4 866MHz, 1GB RAM, 32MB GeForce Video Card, 60GB hard drive, plus peripherals, running OS 9 and 10

1 Custom PC Tower Workstation, P4 1.7GHz, 1GB RAM, 64MB GeForce 3 Video Card,  40GB hard drive, plus peripherals, running Debian Linux Version 3

1 Dell Dimension, P-III 966MHz Processor, 256MB RAM, 64MB GeForce Video Card, 30GB Hard Drive, plus peripherals, running Windows 2000

Laptops 

1 Dell Precision Mobile Workstation M50, Pentium 4 2.2 GHz Processor, 1 GB RAM, 64MB Quadro4 500GoGL Video Card, 60 GB hard drive, running Windows 2000

1 Dell Inspiron 8000 Laptop, Pentium III 866 MHz Processor, 256MB RAM, 32MB ATI Mobility 4 Video Card, 18GB Hard Drive, running Windows 2000

1 Dell Latitude Laptop, Pentium II 266 MHz Processor, 128MB RAM, 8MB Video Card, 2.5GB hard drive running Windows NT 4.0

Servers

1 Dell 620 Workstation, Dual P-II 450MHz Processor, 1GB RAM, 32MB GeForce 4 Video Card, 18GB Hard Drive, plus peripherals, running Windows Server 2003

1 Gateway PC - Tower, Server Setup, P-I 166MHz, 128MB RAM, On-board Video, 2GB hard drive, running Debian Linux Version 3

1 Custom PC, Sever Setup,  AMD Athlon XP 1700 Processor, 512MB RAM,  180GB hard drive, running Debian Linux Version 3

1 Custom Server (RESSTOR), Dual PII 450MHz Processor, 20 GB of Ultra-SCSI RAID array, running the ESD Linux 

Digital Imaging Equipment  

The centerpieces of the ATL imaging equipment are three laser scanners for digitization of objects and the creation of accurate3D models of those objects.  

1 Minolta Vivid 700 Non-contact 3D laser digitizer

1 Minolta Vivid 900 Non-contact 3D laser digitizer

1 Laser Designs, Inc. PS-400 Non-contact 3D laser Digitizer

All three scanners are portable, non-contact, laser digitizers that produce digitized data for creating accurate (to within 0.3 mm), polygonal-mesh, 3D models with realistic surface texture.  The Minolta 900 also has the capability of capturing surface color of objects.  The color capture of the Minolta 700 is too poor to use, and the LDI does not provide color at all.  The scanners plot the three-dimensional (3D) surface coordinates of an object by projecting a laser light across the objects surface.  The returned data is compiled into a 3D mesh that accurately models the contour of that object’s surface features with only 300 microns worth of error.  The Minoltas have worked well for us, but the LDI is less expensive, smaller (providing better mobility), and has greater accuracy, especially for small objects. 

Other imaging equipment includes: 

1 Nikon D1X Digital SLR Camera, 5.47 megapixel

1 Minolta DiMAGE S404 Camera, 4.0 megapixel

1 Kodak 260 Digital Camera

1 Epson Perfection 1240U Photo Flatbed Scanner w/ slide scanner attachment

1 Epson Perfection 2450 Photo Flatbed Scanner w/ slide scanner attachment

1 JVC camcorder, Model GR-DVL520u

1 JVC SR-VS30U Dual Mini DV-SVHS/VHS IEEE 1394 tape deck
Software:  Currently, the ATL has a range of specialized software packages that provide various capabilities:  

11 Licenses of PolyWorks Modeler ver. 8, by InnovMetric, which includes a set of modules (i.e., IMAlign, IMMerge, IMEdit, and IMCompress).  This software package quickly processes large data sets produced by 3D digitizers, enabling the user quickly produced high quality/highly accurate 3D models for dynamic display in software applications and on the internet as well as for CAD/CAM uses, and milling templates for physical model reproduction. 

1 License of Polyworks Modeler- IMTexture Module.

20 Licenses of Geomagic by Raindrop ver. 5, a leading 3D modeling software package

9 Licenses of Maya Unlimited for Windows/IRIX/Linux ver 5, one of the premier 3D graphics and animation packages.

2 License of Maya Complete for Max OSX ver. 5

10 Licenses of Photoshop 6.0.

1 License of Photoshop 7.0

3 Licenses of Autodesk’s AutoCAD 2000  

2 Licenses of 3D Studio Viz R2.5 (with yearly upgrade user license) B These software packages have the capability to process CAD data collected at archaeological sites to produce 3D visualizations and site reconstructions.

1 License of Image Processing Factory, including Image Modeler by Realviz, which can be used for photogrammetric 3D modeling

1 License of Amira 2.2 visualization software

 License of Borland Optimizeit Suit

2 Licenses of Adobe Digital Video Collection

1 License of Adobe Video Collection Standard Edition

1 License of Macromedia Studio MX

5 Licenses of RightHemisphere’s DeepPaint3D, Deep UV - Leading edge texture-mapping software and Deep Exploration.

Oracle 8i Client. This is the premier database in the world today. We have been granted a site license through the North Dakota University System; 

Microsoft Office 2000/XP, Windows XP/2000.

Paleonthropology Lab (Arts Bldg. #115)

The Paleoanthropology laboratory (PaleoanthroLabs) is temporarily located in the Arts building on 12 Avenue north at North Dakota State University campus.  The laboratory in its infancy is a combination of a teaching and research laboratory specifically designed to handle all paleoanthropological fossils.  As a teaching laboratory, the lab has four tables that are easily converted into a hand on teaching space.  

The PaleoanthroLabs is outfitted with fossil preparation tools, all aspects of bone morphology analyses, and comparative functional morphology as follows:

1. Light microscopes: Olympus SM Zoom Stereo Microscope: Model SZ60 (10x-63x) with a digital camera attachment and a side illuminator

2. Digital calipers: Mitutoyo Absolute digital caliper with digital output (300 mm), Mitutoyo Absolute digital caliper with digital output  (150 mm), and SPI plastic digital calipers for teaching purposes.

3. Mandibulometers: Swiss Mandibulometer, SPI Mini-Optical comparator.

4. Osteometric boards: Field Osteometric board, Laboratory Osteometric board, and Mini-Osteometric Board.

5. Fossil preparation and casting: Swam Blaster™ Model MV-241 Maximum Versatility Micro Sandblaster (P/N 7007-1), Swam BlastÆ Microscope Work Chamber (P/N 3208-2), Zoom Stereo Microscope, Model 64C Dust Collector with Chamber Silencer (P/N 64C-60), Compressed Air Filter/Dryer with Visual Moisture Indicator (P/N 6032-1), Might-Jack scribe (including main unit, stylus, and 8’ air hose)

6. Paleoanthropology teaching material

7. Skeletal modules

a.
Human skeletal modules (articulated)

b.
Human skeletal modules (disarticulated)

8. Hominid casts (first generation, Wenner-Gren various hominid casts of the genus Australopithecus, Paranthropus and Homo),

9. Computers:  One Dell Computer  (Dimension – P3) with GIS software (ER Mapper and ArcView), statistics packages (SigmaStat, SigmaScan, and Mathematica), geometric morphometric packages (Morpheus and Morphometrica).

Major Equipment

The ATL IT needs depend on two major equipment resources, all of which are currently maintained by Information Technology Services (ITS) and are housed in a secured, card-key accessible space within the NDSU computer center (IACC): 

Delphi, an Oracle database server, Quad processor 400 MHz Sun 3500 with 4 GB of RAM, 42GB of Disk space on an expandable Fiber Channel RAID array; 

A Web server, Dual Pentium II 450 MHz with 512 MB of RAM and 11 GB of Fiber Channel RAID array. 


Delphi, the Oracle server, is running the Solaris 2.6 05 while the Web server is running the ESD Linux OS, a super stable server distribution of Linux developed and maintained by ITS staff.

Other University Resources

Office:  All NDSU participants have offices in the ATL and/or other locations on campus, and the PIs have personal office computers, either Wintel or Macintosh.  All of these have basic software packages as well as specialized software.  

Other Hardware and Software.  The NDSU Multimedia Center is located in the IACC building, Room 150E.  Computer equipment includes several Dell PCs and several Macintosh PowerPCs.  Software includes Graphic Design/Page Layout: Adobe Pagemaker, Photoshop, Illustrator; 2D and 3D Graphics: Adobe Illustrator, Macromedia Freehand, X-Res, Extreme 3D, Bryce 3, 3D Studio Max, Fractal Design Studio, Poser, Detailer; Web Development software: Claris Homepage, Microsoft Frontpage, Macromedia Flash, Adobe Acrobat; Others: Microsoft Office.

Other: Local Area Network. NDSU has the largest LAN installation in the state, consisting of over 6500 data ports in 35 buildings.  The core network is located in the Industrial Agriculture and Computer Center building (IACC).  All campus building-networks are served via 100MB, full-duplex, fiber-optic connections from the IACC core network.

Other: Wide Area Network. NDSU is a communications hub for the entire state of North Dakota. As the academic host site for the North Dakota Higher Education Computing Network (HECN), we provide Internet connectivity for ourselves and most other colleges and universities in the North Dakota University System. In addition, NDSU is the gateway for the NSF-funded Great Plains Network, which is a high-performance, regional network supporting research in the earth sciences. The Great Plains Network is also our conduit to Internet2, of which NDSU has been a member since 1997. The Great Plains Network was the first regional network to connect to the Internet2 Abilene backbone.

